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Abstract - We present a numerical model to 
study the dynamic behavior of ultra-sensitive 
thin film calorimeters. The finite element 
model includes direct coupling of thermal and 
electrical phenomena in order to evaluate the 
effects of materials, dimensions, and loading 
conditions on the physical behavior of the 
devices. The model is validated by simulating 
the melting of a thin metal film. Strategies to 
optimize the calorimeter design and operating 
conditions for experiments on advanced 
materials at the nanoscale are discussed. 

I. INTRODUCTION 
 Microelectromechanical systems (MEMS) are 
pervasive technologies, being increasingly used 
in, for example, automotive, communications, 
and biotechnological industries. It is anticipated 
that MEMS will revolutionize nearly every 
product category and will enable scientific 
breakthroughs in materials science, physics, 
chemistry, biology, and pharmaceuticals. 
 Predictive models allowing the simulation of 
MEMS behavior under a wide range of operating 
conditions are required for device design optimiz-
ation. The well-known finite element analysis 
(FEA) modeling approach has been shown to 
yield accurate results in a variety of engineered 
structures. FEA models are now routinely used in 
the packaging industry [1-2]. Interest has grown 
in recent years for the development of coupled 
methods for simulating MEMS using thermal-
electrical phenomena as the actuation principle 
[3-4]. Unfortunately, the models are in general 
very simplified in order to maintain the required 
computational effort at a reasonable level. This 
resulted, in most cases, in severe loss of accuracy. 
 In this article, we present a FEA model of thin 
film calorimeters used for the determination of 
size-dependent thermodynamical properties of 

ultrathin films and nanostructures [5-7]. 
Understanding size effects on materials properties 
such as melting point, specific heat, and heat of 
fusion is of critical importance for a variety of 
applications, for example in ULSI circuits as the 
half-pitch dimensions continue to decrease well 
below 100 nm. Furthermore, these ultra-sensitive 
calorimeters allow carrying out experiments 
designed to probe the mechanisms involved in the 
initial stages thin film formation or to study the 
properties of nanostructures.  
 To the best of our knowledge, we present the 
first fully-coupled (thermal-electrical) 3D FEA 
representation of a multilayered thin film device 
simulating a phase transition. Our model takes 
material non-linearities into account and can be 
solved in a reasonable time on a PC. 

II. CONSTRUCTING THE FEA MODEL 
 Finite element modeling allows explicit 
coupling of physical phenomena, for example 
thermal and electrical in the present study.  
 Thermal behavior is examined by solving 
Fourier’s law of heat conduction, 
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where ρ, c and K are respectively the mass 
density, specific heat, and thermal conductivity of 
the materials of interest while tT ∂∂  is the 
heating rate. The right-hand term corresponds to 
the Joule heat generation rate per unit volume : 
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 In Eq. (2), V(t) and I(t) are the real-time 
voltage drop and the current flowing in the 
calorimeter measured with a standard four-point 
probe method while Vol is the volume of material 
responsible for heat generation. 
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Fig. 1. Thin film calorimeter. (a) Solid model 
representation (not to scale). (b) Meshed FEA model.

 The FEA model, created using ANSYS 7.0, 
consists of the calorimeter connected to an 
external resistor Rext (Fig. 1a). The device is 
composed of a 100-nm-thick Si3N4 membrane 
covered with a patterned 50-nm-thick Ni metal 
strip. We consider a 25-µm-thick Si substrate. 
The external resistor serves to measure the 
current flowing through the calorimeter. It is 
maintained at constant temperature (no Joule 
heating) and is thermally isolated from the 
MEMS device. The external power supply is 
simulated as a constant voltage boundary 
condition between the positive terminal of Rext 
and the ground node on the device. The boundary 
condition is applied as a ~10 ms pulse. We use 
temperature-dependent properties (ρ, c, K, and 
electrical resistivity ρe) for all materials. 
Correction factors [8] are applied to account for 
in-plane and out-of-plane size-dependent thermal 
conductivity for both Si3N4 and Ni. The electrical 
resistivity data are interpolated from R(T) vs T 
calibration curves measured on microfabricated 
calorimeters with comparable dimensions. 
 Direct coupling between thermal and electrical 
domains is essential given the highly non-linear 
nature of thermal-electrical effects. We use shell-
type elements for which coupling is established 
through a coupled matrix formulation between the 

two physical domains. It is important to mention 
that meshing of a true scale 3D model using tradi-
tional solid elements (bricks or tetrahedra) would 
result in an unreasonable number of elements 
(≈ 17 million), and thus computational effort, due 
to the enormous in-plane to thickness aspect ratio 
of approximately 230 000 for our device 
structures. We therefore use shell elements as an 
alternative representation of the device in the 
FEA domain. This type of element consists of a 
2D mathematical representation of a 3D space 
and is therefore computationally more efficient 
than solid elements to model thin film materials.  
 Fig. 1b shows the meshed calorimeter. 
Although the structure is mathematically reduced 
to a two-dimensional problem through the use of 
shell elements, we have refined the mesh where 
large variations in thickness were observed in 
order to account for such discontinuities. 

In the simulations presented here, we consider 
only heat flow occurring through conduction, 
neglecting radiation and convection losses. Radia-
tion losses are expected to be minimal since our 
virtual experiments are limited to temperatures of 
570 K and below. Since the calorimeter is 
operated in vacuum, convection losses are also 
considered negligible. Furthermore, Lai and al. 
[6] showed experimentally that a similar device 
operated under the same loading conditions 
consumed more than 94% of the power delivered. 

III. SIMULATION OF PHASE TRANSITION 
We validate the FEA model by simulating the 

phase transformation (melting) of a 5-nm thick 
metal layer deposited on the calorimeter when 
considering enthalpy (∆m) vs T data as an input 
parameter (the materials properties of the metal 
layer are taken to be similar to those of Sn). 

Transient thermal analyses were conducted on 
the circuit composed of the calorimeter loaded 
with the sample and the external resistor. We use 
time step increments of 10-µs (100-kHz sampling 
rate) combined with 3 different mesh densities to 
demonstrate the convergence of the numerical 
solution. The current in the external resistor and 
at the center metal strip of the calorimeter 
together with the voltage drop between the two 
metal inserts and the temperature distribution of 
the calorimeter are monitored continuously 
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Fig. 3. Temperature vs time while 
heating reference and loaded calori-
meters.  

Fig. 4: Heating rate vs temperature 
during the melting of a 5-nm-thick 
metal film. 

Fig. 5: Specific heat vs temperature 
during the melting of a 5-nm-thick 
metal film. 

 
Figure 2: Temperature distribution of the nano-
calorimeter after 7.12 ms of operation (not to scale). 

during simulation. Based on these quantities, we 
compute the time-dependent resistance of the 
calorimeter as well as the power and energy 
delivered to the device. We then proceed to 
calculate the heating rate and the specific heat. In 
order to increase measurement sensitivity and to 
replicate the experimental use of the device, we 
carry out differential scanning calorimetry in 
which reference and loaded calorimeters are 
heated simultaneously [6]. 

Our simulation results indicate that T is very 
uniform over the whole device structure. Fig. 2 
shows a typical temperature distribution plot, in 
this case after 7.12 ms of operation. Excluding the 
regions in the close vicinity of the inserts used for 
measuring V(t) and a narrow band on the edges of 
the center strip, the temperature varies by less 
than 5 K over the calorimeter area. 

The temperature vs time data for the reference 
and loaded calorimeters calculated from the elec-
trical measurements on the inserts as described 
above are presented in Fig. 3. The slope for the 
reference calorimeter corresponds to a heating 
rate of 28 000 K s-1, in good agreement with the 

value of 30 000 K s-1 measured experimentally on 
a calorimeter of similar dimensions operated in 
comparable conditions [5]. Fig. 3 clearly shows 
that the temperature Ts obtained from the device 
loaded with a metal sample lags behind the 
temperature Tr obtained from the unloaded calo-
rimeter as expected from the higher thermal mass 
of the calorimeter covered with the Sn-like layer. 

The heating rate of the loaded calorimeter pre-
sented in Fig. 4 exhibits a sharp decrease around 
the melting temperature Tm = 523.8 K. This value 
is in excellent agreement with the expected Tm 
value of 523.0±0.5 K given as a materials para-
meter. Temperature-dependent Cp values for the 
5 nm-thick Sn-like layer are extracted from V(t) 
data by comparing loaded and reference calorime-
ters. The resulting curve, shown in Fig. 5, is al-
most identical to experimental data in Ref. [5]. It 
exhibits a maximum at 523.8 K as expected from 
the heating rate data in Fig. 4. The integrated area 
under the curve in Fig. 5 corresponds to a latent 
heat of fusion of 6.6 J g-1, in very good agreement 
with the value of 6.5 J g-1 calculated based on the 
materials parameters. The heat surface density for 
this virtual experiment is ~240 mJ cm-2, demons-
trating the sensitivity of the device. 
 Based on simulations with different mesh 
densities, we attribute the wiggles on the trailing 
edge of the Cp peak in Fig. 5 to numerical noise. 
Increasing the mesh density near the inserts 
decreases the fluctuations in local temperature in 
those areas thus smoothening the Cp data profile. 
The integrated peak area, however, remains 
virtually unchanged. Furthermore, our detailed 
simulations indicate that there is little temperature 
variation on most of the length between the two 
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Fig. 6: Progression of 
the molten zone of the 
metal thin film during 
heating of the calori-
meter. Black and light-
gray regions correspond 
to solid and molten 
metal, respectively. 
From top to bottom, 
data after 7.25, 7.50, 
7.75, and 8.00 ms. 

inserts, therefore justifying the calculation of R(T) 
through real-time I-V measurements.  
 The progression of the molten zone of the thin 
metal film is shown in Fig. 6. Melting occurs very 
uniformly over most of the calorimeter area as 
expected from the temperature distribution data in 
Fig. 2. It is worth nothing that the temperature 
difference between the front and the back side of 
the Si3N4 membrane is less than 0.05 K.  

IV. TOWARDS DESIGN OPTIMIZATION 
 One of our primary objectives in constructing a 
numerical model for the calorimeters is to enable 
optimization of device design and operating 
conditions for a variety of experiments on advan-
ced materials. We have implemented a complete 
parametric model of the device that allows to vary 
loading conditions (supply value, initial condi-
tions, etc.) and material combinations as well as 
overall device topology and dimensions. Since 
topological optimization requires the conception 
of different device layouts, we first focused on 
the following parameters: (i) layer thicknesses, 
(ii) materials properties, (iii) loading conditions, 
and (iv) sampling frequency. We have also para-
meterized extracted results such as voltage meas-
urement, current, heating rate, specific heat, and 
temperature obtained. A variety of optimization 
tools and approaches including variable sweep-
ing, random design generation, factorial gene-
ration of designs, which is comparable to corners 
simulation, enables to explore the design and 
operation space of the calorimeters. Furthermore, 
the parametric model allows to study the device 
sensitivity on the design variables. 
 Our initial optimization results clearly indicate 
that, contrary to common belief, decreasing the 
Si3N4 membrane thickness from 100 nm to, for 
example, 30 nm has virtually no effect on the 
temperature distribution except in the close 
vicinity of the inserts. In sharp contrast, reducing 
the metal strip thickness improves considerably 
the temperature uniformity since this layer is 
responsible for most of the heat dissipation.  

V. CONCLUSION 
In summary, we have presented a fully-coupled 
electrical-thermal model of an ultra-sensitive 
calorimeter. Our model reproduces extremely 
well the experimental behavior of the device, 

including the simulation of the melting thin metal 
layer. A parameterized model enabling device 
optimization has been discussed. 
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